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#### Abstract

The lattice structure of points in an $n$-dimensional space produced by an appropriate grouping of pseudo-random numbers obtained from multiplicative congruential generators is discussed. Examples are given for $2 \leqq n \leqq 6$. The work is based on the theory of the reduction of positive quadratic forms in $n$ variables.


1. Introduction. There have recently appeared several articles [3], 18], [13] discussing the distribution of points in an $n$-dimensional Euclidean space $E^{n}$ obtained from multiplicative congruential pseudo-random generators. For example, if $x_{0}, \lambda, \beta$, $\mu$, and $n$ are given positive integers and if

$$
\begin{equation*}
x_{i} \equiv \lambda x_{i-1}\left(\bmod 2^{\beta}\right) \quad(i=1,2, \cdots) \tag{1}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{i} \equiv \lambda x_{i-1}+\mu\left(\bmod 2^{\beta}\right) \quad(i=1,2, \cdots) \tag{2}
\end{equation*}
$$

Marsaglia [8] has shown that the points

$$
\begin{equation*}
\left(x_{0}, x_{1}, \cdots, x_{n-1}\right),\left(x_{n}, \cdots, x_{2 n-1}\right), \cdots \tag{3}
\end{equation*}
$$

may lie on relatively few hyperplanes in $E^{n}$. This idea goes back at least to Franklin [4], [5]. Wood [14] describes a method he used to show that the points actually form a simple lattice in the case $n=2$. Because his methods and results may be of some interest, it was thought that a report giving further details would be appropriate. In addition, a procedure for an extension to $3 \leqq n \leqq 6$ is given. Examples are presented for $2 \leqq n \leqq 6$. A more complete discussion of the general theory is given.

The interest in the present work arises from the need to know whether the generator produces points (3) which lie on few hyperplanes or lie on many. In the first instance, the pseudo-random points will not be uniformly distributed through the hypercube and hence the generator is probably not "good."

While this discussion bears some similarity to that of Coveyou and MacPherson [3], it has some advantages. First, it exhibits precisely the structure of the sets defined by (3). Secondly, it avoids a discussion of the Fourier analysis of lattice structure in which Coveyou and MacPherson couch their work. On the other hand, the present analysis has not been extended beyond $n=6$ (but it is possible to extend the analysis), while Coveyou and MacPherson discuss $2 \leqq n \leqq 10$.

[^0]In Section 8 the relation between the discrepancy theory of Zaremba (and others) and the present theory is discussed.

Applications of pseudo-random numbers in Monte Carlo calculations are well known. Applications in digital communications, especially in space communications, may not be so well known. See [6].

The computations were done on the Maniac II computer of the Los Alamos Scientific Laboratory. The Madcap language was used for the coding. This language can readily process arbitrarily large integers which is a requirement of our computations.
2. A Lattice in $E^{n}$. A lattice $G_{n}$ in $E^{n}$ consists of all vectors of the form $\mathrm{y}=$ $\mathbf{e}_{0}+\sum_{i=1}^{n} \mathbf{e}_{i} y_{i}$ where the $\mathbf{e}_{i}(1 \leqq i \leqq n)$ are $n$ fixed linearly independent vectors, the $y_{i}$ are integers, positive, negative, or zero, and $\mathbf{e}_{0}$ is a fixed vector. (This definition is not standard in that the origin is not required to be in the lattice.) The $\left\{e_{i}\right\}$ are said to form a basis of $G_{n}$. Put in other terms, a lattice $G_{n}$ is a coset of a discrete subgroup $H$ of the additive group of vectors in $E^{n}$ where $H$ has $n$ linearly independent vectors. $H$ is discrete if every $x \in H$ has a neighborhood free of points of $H$ other than $x$. The basis vectors of $G_{n}$ are then called generators of $H$.

Following van der Waerden [12, p. 276] one says the basis $\left\{\mathrm{e}_{\mathrm{i}}\right\}$ is reduced (in the sense of Minkowski) if:
(1) $e_{1}$ is the shortest (in the Euclidean norm) of all vectors $\sum_{i=1}^{n} e_{i} y_{i}$ with the greatest common divisor of $y_{1}, y_{2}, \cdots, y_{n}$ : $\left(y_{1}, \cdots, y_{n}\right)$, equal to 1 ,
(2) $\mathrm{e}_{k}$ is the shortest of all vectors $\sum_{i=1}^{n} \mathrm{e}_{i} y_{i}$ with $\left(y_{k}, \cdots, y_{n}\right)=1$, for $k=2,3, \cdots, n$.

Let $N_{1}$ be the length of the shortest nonzero vector $\mathrm{S}_{1}=\sum_{i=1}^{n} \mathrm{e}_{i} y_{i}$. Let $N_{2}$ be the length of the shortest vector $\mathbf{S}_{2}=\sum_{i=1}^{n} \mathbf{e}_{i} y_{i}$ which is linearly independent of $\mathbf{S}_{1}$. And so on, one defines the successive minima $N_{1}, N_{2}, \cdots$. Then if the $\left\{\mathrm{e}_{i}\right\}$ are reduced, it was shown by Mahler and Weyl [12] that

$$
\left|\mathrm{e}_{i}\right| \leqq \delta_{i} N_{i}, \quad i=1,2, \cdots, n
$$

where $\delta_{1}=1, \delta_{k}=\max \left(1, \frac{1}{4} \delta_{1}+\frac{1}{4} \delta_{2}+\cdots+\frac{1}{4} \delta_{k-1}+\frac{1}{4}\right)$ for $k=2, \cdots, n$ and that

$$
\left|\mathrm{e}_{i}\right|=N_{i}, \quad i=1,2,3,4,
$$

where $|\mathrm{e}|$ denotes the Euclidean norm. It is this result which connects the reduced bases with the more intuitive idea of the "size" of the fundamental "cell" in the lattice and makes our theory a tool to study the distribution of pseudo-random points in the $n$-cube.

Minkowski [9] has stated the following for $n \leqq 6 .\left(\mathrm{e}_{\boldsymbol{i}}\right)_{1 \leq i \leq n}$ is reduced if for every subset of $\left(\mathrm{e}_{i}\right)_{1 \leq i \leq n}$, say $\left(\mathrm{e}_{i_{i}}\right)_{1 \leqq i \leq k}$, one has

$$
\left|\mathrm{e}_{i_{i}}\right| \leqq\left|\sum_{l=1}^{k}( \pm) C_{l} \mathrm{e}_{i_{i}}\right|, \quad j=1,2, \cdots, k
$$

for all combinations of $\pm$ signs and $\left(C_{l}\right)_{1 \leq l \leq k}$ ranging over the following values. If $k=2,3$, and $4, C_{l}=1$. For $k=5$, one of the $C_{l}$ takes the values 1 and 2 and the remainder take the value 1 . For $k=6$, one of the $C_{l}$ takes the values $1,2,3$, another $C_{l}$ takes the values 1 and 2, and the remainder take the value 1 . (The cases $k=5$, 6 are stated [9] without proof.)

The analysis given in van der Waerden [12] can be used to obtain algorithms for $n>6$, but would not be optimal algorithms as is so for $2 \leqq n \leqq 6$.

For a set of vectors in $E^{n}:\left(\mathrm{a}_{i}\right)_{1 \leq i \leq n}$, define det $\left(\mathrm{a}_{i}\right)$ to be the $n \times n$ determinant whose $i$ th row consists of the components of the vector $\mathrm{a}_{i}$. It is easy to show (see Cassels [2, p. 11, lines 7 to 13]) that for a given lattice $G_{n}$, a set ( $\left.\mathrm{a}_{i}\right)_{0 \leq i \leq n}$ in $G_{n}$ defines a basis $\left(a_{i}-a_{0}\right)_{1 \leq i \leq n}$ of $G_{n}$ if and only if $0<\left|\operatorname{det}\left(a_{i}-a_{0}\right)\right| \leqq\left|\operatorname{det}\left(a_{i}^{\prime}-a_{0}^{\prime}\right)\right|$ for any any other set $\left(a_{i}^{\prime}\right)_{0 \leq i \leqslant n}$ in $G_{n}$ such that det $\left(a_{i}^{\prime}-a_{0}^{\prime}\right) \neq 0$. Further (see Cassels [2, pp. 9 and 10]), two sets $\left(\mathrm{a}_{i}\right)_{0 \leqq i \leqq n}$ and $\left(\mathrm{a}_{i}^{\prime}\right)_{0 \leqq i \leqq n}$ in $G_{n}$ both define a basis of $G_{n}$ if and only if there exists an $n \times n$ matrix $T$ with integer entries and with $\operatorname{det} T= \pm 1$ (unimodular matrix) so that $\left[a_{i}^{\prime}-a_{0}^{\prime}\right]=T\left[a_{i}-a_{0}\right]$, where $\left[a_{i}-a_{0}\right]$ is the $n \times n$ matrix whose $i$ th row is the vector $a_{i}-a_{0}$.

A reduction algorithm is a procedure for obtaining from a basis of a lattice a reduced basis. Reduction algorithms are described and applied for $2 \leqq n \leqq 6$.
3. The Lattice Structure of Multiplicative Congruential Pseudo-Random Vectors. In this section $n$ is an arbitrary positive integer. The following Lemmas 1 and 2 will be needed. They are taken from the book of Jansson [7, p. 68].

Lemma 1. (1) When $\lambda \equiv 3(\bmod 8)$ and $x_{0} \equiv 1$ or $3(\bmod 8)$, each sequence produced by (1) is some permutation of all the numbers $8 \nu+1$ and $8 \nu+3(\nu=0$, $\left.1, \cdots, 2^{\beta-3}-1\right)$.
(2) When $\lambda \equiv 3(\bmod 8)$ and $x_{0} \equiv 5$ or $7(\bmod 8)$, each sequence produced by $(1)$ is some permutation of all the numbers $8 \nu+5$ and $8 \nu+7\left(\nu=0,1, \cdots, 2^{\beta-3}-1\right)$.
(3) When $\lambda \equiv 5(\bmod 8)$ and $x_{0} \equiv 1(\bmod 4)$, each sequence produced by $(1)$ is some permutation of all the numbers $4 \nu+1\left(\nu=0,1, \cdots, 2^{\beta-2}-1\right)$.
(4) When $\lambda \equiv 5(\bmod 8)$ and $x_{0} \equiv 3(\bmod 4)$, each sequence produced by $(1)$ is some permutation of all the numbers $4 \nu+3\left(\nu=0,1,2, \cdots, 2^{\beta-2}-1\right)$.

Remark. A method of determining exactly what permutation occurs is illustrated by the following discussion.

Consider the case $\lambda \equiv 5(\bmod 8)$ and $x_{0}=1$. Denote the sequence generated by $\lambda=5$ by

$$
\begin{equation*}
S_{0}=\left\{x_{i}^{(0)} ; i=0,1,2, \cdots, 2^{\beta-2}-1\right\} \tag{4}
\end{equation*}
$$

with $x_{i}^{(0)} \equiv 5^{i}\left(\bmod 2^{\beta}\right)$. So every multiplier $\lambda \equiv 5(\bmod 8)$ with $0<\lambda<2^{\beta}$ occurs among the odd members of $S_{0}$. Every $\lambda \equiv 5(\bmod 8), 0<\lambda<2^{\beta}$, multiplier has a representation of the form $\lambda=x_{2 n+1}^{(0)} \equiv 5^{2 n+1}\left(\bmod 2^{\beta}\right)$. Let $S_{n}$ be the sequence generated with $\lambda=x_{2 n+1}^{(0)}: S_{n}=\left\{x_{i}^{(n)} ; i=0,1, \cdots, 2^{\beta-2}-1\right\}$. One has

$$
\begin{aligned}
x_{i}^{(n)} & \equiv\left[x_{2 n+1}^{(0)}\right]^{i}\left(\bmod 2^{\beta}\right)\left[5^{2 n+1}\right]^{i}=\left(\bmod 2^{\beta}\right) \\
& =5^{(2 n+1) i}\left(\bmod 2^{\beta}\right)=x_{(2 n+1) i}^{(0)} ;
\end{aligned}
$$

i.e. when the multiplier $\lambda \equiv x_{2 n+1}^{(0)}$ is used, the sequence obtained from $x_{i+1} \equiv$ $\lambda x_{i}\left(\bmod 2^{\beta}\right), x_{0}=1$, consists of selecting every $(2 n+1)$ th number from (4), beginning with the first.

Lemma 2. If, in $(2), \lambda \equiv 1(\bmod 4)$ and $\mu \equiv 1(\bmod 2)$, then $(2)$ produces a permutation of the numbers $0,1,2, \cdots, 2^{\beta}-1$.

The following lemma is needed in the subsequent development.
Lemma 3. Let $A \subset E^{n}$ be a point set such that every point in $A$ has integer co-
ordinates and there are $n+1$ vectors in $A$, say $\mathbf{e}_{i}, 0 \leqq i \leqq n$, so that $\mathbf{e}_{i}-\mathbf{e}_{0}, 1 \leqq i \leqq n$, are linearly independent. Suppose for any $\mathrm{a}_{i} \in A, 0 \leqq i \leqq n$, and any set of integers $k_{i}$, $1 \leqq i \leqq n$, it is so that $\mathrm{a}_{0}+\sum_{i=1}^{n} k_{i}\left(\mathrm{a}_{i}-\mathrm{a}_{0}\right) \in A$. Then $A$ is a lattice.

Proof. Choose $\mathrm{e}_{i}, 0 \leqq j \leqq n$, in $A$ so that $\left|\operatorname{det}\left(\mathrm{e}_{i}-\mathrm{e}_{0}\right)\right|=D$ has the least positive value where $1 \leqq i \leqq n$. By the hypothesis, every $\mathrm{e}_{0}+\sum_{i=1}^{n} k_{i}\left(\mathrm{e}_{i}-\mathrm{e}_{0}\right) \in A$ where the $k_{i}$ are arbitrary integers. Let a be an arbitrary vector in $A$. Since $\left\{\mathrm{e}_{i}-\mathrm{e}_{0} ; i=1,2, \cdots, n\right\}$ is.a linearly independent set, there exist real $\gamma_{i}$ such that $a-e_{0}=\sum_{i=1}^{n} \gamma_{i}\left(e_{i}-e_{0}\right)$. Suppose $\gamma_{i}$ is not an integer for some $j, 1 \leqq j \leqq n$. Form

$$
\left.\begin{aligned}
\left|\begin{array}{c}
\mathbf{e}_{1}-\mathbf{e}_{0} \\
\vdots \\
\mathbf{e}_{i-1}-\mathbf{e}_{0} \\
\mathbf{a}_{i}-\left[\gamma_{i}\right]\left(\mathbf{e}_{i}-\mathbf{e}_{0}\right)-\mathbf{e}_{0} \\
\mathbf{e}_{i+1}-\mathbf{e}_{0} \\
\vdots \\
\mathbf{e}_{n}-\mathbf{e}_{0}
\end{array}\right|=\left|\begin{array}{c}
\mathbf{e}_{1}-\mathbf{e}_{0} \\
\vdots \\
\mathbf{e}_{i-1}-\mathbf{e}_{0} \\
\sum_{i=1}^{n}\left(\gamma_{i}-\delta_{i j}\left[\gamma_{i}\right]\right)\left(\mathbf{e}_{i}-\mathbf{e}_{0}\right) \\
\mathbf{e}_{i+1}-\mathbf{e}_{0} \\
\vdots \\
\mathbf{e}_{n}-\mathbf{e}_{0} \\
\mathbf{e}_{1}-\mathbf{e}_{0} \\
\vdots \\
\mathbf{e}_{i-1}-\mathbf{e}_{0} \\
\left.\left.-\gamma_{i}\right]\right)\left(\mathbf{e}_{i}-\mathbf{e}_{0}\right) \\
\mathbf{e}_{i+1}-\mathbf{e}_{0} \\
\vdots \\
\mathbf{e}_{n}-\mathbf{e}_{0}
\end{array}\right|=\left|\gamma_{i}-\left[\gamma_{i}\right]\right| D
\end{aligned} \right\rvert\,
$$

where $\left[\gamma_{i}\right]$ denotes largest integer in $\gamma_{i}$. Since $0<\left|\gamma_{i}-\left[\gamma_{i}\right]\right| D<D$, it is false that $D$ is the minimum positive value of $\left|\operatorname{det}\left(e_{i}-e_{0}\right)\right|$ where $e_{i} \in A$. Thus the $\gamma_{i}$ are integers and therefore every $a \in A$ has a representation $a=e_{0}+\sum_{i=1}^{n} \gamma_{i}\left(\mathbf{e}_{i}-\mathbf{e}_{0}\right)$ where the $\gamma_{i}$ are integers. This completes the proof of the lemma. For a more general lemma, see Cassels [2, p. 78].

In Lemmas 4 to 8 the points defined by (1) or (2) and (3) or (1) or (2) and

$$
\begin{equation*}
\left(x_{0}, x_{1}, \cdots, x_{n-1}\right),\left(x_{1}, \cdots, x_{n}\right),\left(x_{2}, \cdots, x_{n+1}\right), \cdots \tag{5}
\end{equation*}
$$

are discussed. We make the following convention: The point sets (3) and (5) are to be regarded as point sets $G_{n}$ in $E^{n}$ which are continued by periodicity throughout $E^{n}$; i.e., if $\left(t_{1}, t_{2}, \cdots, t_{n}\right) \in G_{n}$, then $\left(t_{1}+h_{1} 2^{\beta}, t_{2}+h_{2} 2^{\beta}, \cdots, t_{n}+h_{n} 2^{\beta}\right) \in G_{n}$ for all positive, zero, and negative integers $h_{i}$.

Remark. It might be objected that points generated by (1) and (5) or (2) and (5) would make a poor random-point generator, since such points would be highly correlated over a short run. However, the points defined by (1) and (3) or (2) and (3)
are a reasonably sized subset for small $n$ of those mentioned before and a discussion of the lattice structure of (5) gives information about the lattice structure of (3).

Lemma 4. If in $(1) \lambda \equiv 5(\bmod 8)$ and $x_{0} \equiv 1(\bmod 4)$, then the point set $G_{n}$ given by (5) forms a lattice in $E^{n}$.

Proof. If $\mathbf{u}_{i}, 1 \leqq i \leqq n$, are the unit coordinate vectors in $E^{n}$ and $\mathrm{x} \in G_{n}$, the vectors $\mathbf{x}, \mathbf{x}+2^{\beta} \mathbf{u}_{i}$ are $n+1$ vectors in $G_{n}$ for which $\left(\mathbf{x}+2^{\beta} \mathbf{u}_{i}\right)-\mathbf{x}$ are linearly independent. Let $\mathrm{x}_{i_{i}}, 0 \leqq j \leqq n$, be $n+1$ points of $G_{n}$, not necessarily distinct. Let $k_{i}$, $1 \leqq i \leqq n$, be arbitrary integers. Recall that $\mathrm{x}_{i_{i}}=\left(x_{i_{i}}, x_{i_{i+1}}, \cdots, x_{i_{i+n}}\right)=\left(x_{i_{i}}, \lambda x_{i_{i}}+\right.$ $h_{1} 2^{\beta}, \lambda^{2} x_{i_{j}}+h_{2} 2^{\beta}, \cdots, \lambda^{n-1} x_{i_{j}}+h_{n-1} 2^{\beta}$ ) for some integers $h_{i}$ where $x_{i_{i}}$ is the $i_{j}$ th number generated by (1). Form

$$
\begin{aligned}
& \mathbf{x}= \mathbf{x}_{i_{0}}+\sum_{i=1}^{n} k_{i}\left(\mathbf{x}_{i_{j}}-\mathbf{x}_{i_{0}}\right) \\
&=\left\{x_{i_{0}}+\sum_{i=1}^{n} k_{i}\left(x_{i_{j}}-x_{i_{0}}\right), \lambda\left[x_{i_{0}}+\sum_{i=1}^{n} k_{i}\left(x_{i_{i}}-x_{i_{0}}\right)\right]+h_{1} 2^{\beta}, \cdots,\right. \\
&\left.\lambda^{n-1}\left[x_{i_{0}}+\sum_{i=1}^{n} k_{i}\left(x_{i_{j}}-x_{i_{0}}\right)\right]+h_{n-1} 2^{\beta}\right\}
\end{aligned}
$$

where $h_{i}$ are again integers and the $k_{i}$ are arbitrary integers. Since every $x$ in the sequence generated by (1) under the hypothesis on $\lambda$ and $x_{0}$ has the form $4 \nu+1$, $\nu=0,1, \cdots, 2^{\beta-2}-1$ (Lemma 1, Part 3), $x_{i 。}+\sum_{j=1}^{n} k_{i}\left(x_{i_{i}}-x_{i_{0}}\right)$ has the form $4 \nu+1$ for some integer $\nu$. But every number of this form can be expressed as $4 \nu+1=$ $4 \nu_{1}+1+h 2^{\beta}$ with $0 \leqq \nu_{1} \leqq 2^{\beta-2}-1$ and $h, \nu_{1}$ as integers. Thus $\mathrm{x} \in G_{n}$. Lemma 3 can now be applied to give the conclusion of the theorem.

In a similar way, Lemmas 5 to 8 can be proved, using Lemmas 1, 2, and 3.
Lemma 5. If, in $(1), \lambda \equiv 5(\bmod 8)$ and $x_{0} \equiv 3(\bmod 4)$, then the point set $G_{n}$ given by (5) forms a lattice in $E^{n}$.

Lemma 6. In $(1)$, let $\lambda \equiv 3(\bmod 8)$ or $\lambda \equiv 5(\bmod 8)$ and let $x_{0}$ be odd. Then the set $\left(x_{2 n}, x_{2 n+1}\right), n=0,1,2, \cdots$, is a lattice in $E^{2}$.

Lemma 7. In $(1)$, let $\lambda \equiv 3(\bmod 8)$. Let $G_{n}$ be the set of points in $(5)$ determined with $x_{0} \equiv 1$, or $3(\bmod 8)$ and $G_{n}^{\prime}$ be the same set, but with $x_{0} \equiv 5$ or $7(\bmod 8)$. Then $G_{n} \cup G_{n}^{\prime}$ forms a lattice in $E^{n}$.

Lemma 8. In $(2)$, let $\lambda \equiv 1(\bmod 4)$ and $\mu \equiv 1(\bmod 2)$. Then the set of points in (5) form a lattice in $E^{n}$ and the basis vectors of the lattice do not depend on $\mu$. The sequence $\left(x_{2 n}, x_{2 n+1}\right), n=0,1,2, \cdots$, forms a lattice in $E^{2}$.

Remark 1. The points $x_{i}$ (extended by our convention) defined by

$$
x_{i} \equiv 3 x_{i-1}\left(\bmod 2^{3}\right), \quad x_{0}=1
$$

do not form a lattice on the line.
Remark 2. The structure of sequences generated by other generators, such as

1. $x_{n+1} \equiv \lambda x_{n}+\mu\left(\bmod p^{\beta}\right)(p$ an odd prime $)$,
2. $x_{n+1} \equiv \lambda x_{n}\left(\bmod 10^{\beta}\right)$,
3. $x_{n+1} \equiv a_{0} x_{n}+a_{1} x_{n-1}+\cdots+a_{i} x_{n-j}(\bmod p)(p$ a prime $)$,
4. $x_{n+1} \equiv x_{n}+x_{n-1}\left(\bmod 2^{\beta}\right)$,
is discussed in Jansson [7] and a theory analogous to that discussed here might be developable.
5. Reduction Algorithm in the Case $n=2$. Let $G_{2}$ be a lattice with a basis ( $e_{1}, e_{2}$ ). Then, by the discussion in Section 2, if $w$ is an integer, $\left(e_{1}, e_{2}+w e_{1}\right)$ is a basis of $G_{2}$ since

$$
\left[\begin{array}{c}
\mathbf{e}_{1} \\
e_{2}+w e_{1}
\end{array}\right]=\left(\begin{array}{ll}
1 & 0 \\
w & 1
\end{array}\right]\binom{\mathbf{e}_{1}}{e_{2}}
$$

and the matrix $\left(\begin{array}{ll}1 & 0 \\ w & 1\end{array}\right)$ is unimodular. $w$ is chosen to minimize $\left(\mathrm{e}_{2}+w \mathrm{e}_{1}\right)^{2}$. Hence $w$ must satisfy $\left(e_{2}+(w-1) e_{1}\right)^{2} \geqq\left(e_{2}+w e_{1}\right)^{2} \leqq\left(e_{2}+(w+1) e_{1}\right)^{2}$ or

$$
\begin{equation*}
-\frac{\mathrm{e}_{1} \mathrm{e}_{2}}{\mathrm{e}_{1}^{2}}-\frac{1}{2} \leqq w \leqq-\frac{\mathrm{e}_{1} \cdot \mathrm{e}_{2}}{\mathrm{e}_{1}^{2}}+\frac{1}{2} . \tag{6}
\end{equation*}
$$

In order to determine $w$ uniquely, the right-hand inequality in (6) is replaced by $<$ to give

$$
\begin{equation*}
-\frac{\mathrm{e}_{1} \cdot \mathrm{e}_{2}}{\mathrm{e}_{1}^{2}}-\frac{1}{2} \leqq w<-\frac{\mathrm{e}_{1} \cdot \mathrm{e}_{2}}{\mathbf{e}_{1}^{2}}+\frac{1}{2} \tag{7}
\end{equation*}
$$

Call the basis $\left(e_{1}, e_{2}+w e_{1}\right)$ thus determined ( $e_{1}, e_{2}^{\prime}$ ). Replace the basis ( $e_{1}, e_{2}^{\prime}$ ) by a new basis ( $\mathbf{e}_{1}+w^{\prime} \mathbf{e}_{2}^{\prime}, \mathbf{e}_{2}^{\prime}$ ) where $w^{\prime}$ is the unique integer determined by

$$
\begin{equation*}
-\frac{\mathbf{e}_{1} \cdot \mathbf{e}_{2}^{\prime}}{\mathbf{e}_{2}^{\prime 2}}-\frac{1}{2} \leqq w^{\prime}<-\frac{\mathbf{e}_{1} \cdot \mathbf{e}_{2}^{\prime}}{\mathbf{e}_{2}^{\prime 2}}+\frac{1}{2} \tag{8}
\end{equation*}
$$

The above procedure is then iterated until two successive minimizing integers of the form $w$ and $w^{\prime}$ are zero. The resulting basis ( $\overline{\mathbf{e}}_{1}, \overline{\mathrm{e}}_{2}$ ) is reduced since, from (7), $\overline{\mathrm{e}}_{1}^{2} \geqq$ $2 \overline{\mathbf{e}}_{1} \cdot \overline{\mathbf{e}}_{2} \geqq-\overline{\mathrm{e}}_{1}^{2}$ and, from (8), $\overline{\mathrm{e}}_{2}^{2} \geqq 2 \overline{\mathbf{e}}_{1} \cdot \overline{\mathrm{e}}_{2} \geqq-\overline{\mathrm{e}}_{2}^{2}$ and therefore

$$
\overline{\mathrm{e}}_{1}^{2} \geqq 2\left|\overline{\mathrm{e}}_{1} \cdot \overline{\mathrm{e}}_{2}^{\prime}\right| \quad \text { and } \quad \overline{\mathrm{e}}_{2}^{2} \geqq 2\left|\overline{\mathrm{e}}_{1} \cdot \overline{\mathrm{e}}_{2}\right|
$$

which implies that $\overline{\mathbf{e}}_{1}$ and $\overline{\mathbf{e}}_{2}$ are in length less than or equal to the length of the diagonals of the parallelograms which have $\overline{\mathbf{e}}_{1}, \mathbf{e}_{2}$ as adjacent sides. The above algorithm must eventually terminate since for each pair of steps of the algorithm for which $w$ and $w^{\prime}$ is not both zero, the vectors ( $\mathrm{e}_{1}, \mathrm{e}_{2}$ ) with integer coordinates are replaced by a pair of vectors ( $e_{1}^{\prime}, e_{2}^{\prime}$ ) with integer coordinates such that $\left|e_{1}^{\prime}\right| \leqq\left|e_{1}\right|$ and $\left|e_{2}^{\prime}\right| \leqq\left|e_{2}\right|$, with strict inequality in one of the cases.
5. Reduction Algorithm in the Case $3 \leqq n \leqq 6$. Assume $3 \leqq n \leqq 6$. Let $E=$ $\left(e_{1}, e_{2}, \cdots, e_{n}\right)$ be a set of basis vectors of a lattice $G_{n}$. Stage 1 of the reduction algorithm consists in successively replacing each pair of distinct vectors in $E$ by a reduced pair, using the reduction algorithm for $n=2$. This replacement defines a unimodular transformation from $E$ to new set of vectors $E^{\prime}$ and hence $E^{\prime}$ is a basis of $G_{n}$. This operation is repeated until no further reduction by pairs is possible.

Stage 2 of the algorithm consists in examining for each $k$-tuple $\left(\mathrm{e}_{i}\right)_{1 \leq i \leq k}$ the vectors $\sum_{l=1}^{k}( \pm) C_{l} \mathrm{e}_{i l}$ where the values of $C_{l}$ are described in Section 2. If it is found for some combination of $\pm$ signs and $C_{i}$ 's and for some $e_{i j}$ that

$$
\left|\mathbf{e}_{i_{i}}\right|>\left|\sum_{i=1}^{k}( \pm) C_{l} \mathbf{e}_{i_{i}}\right|
$$

the vector $\mathrm{e}_{i_{j}}$ is replaced by the vector $\mathbf{e}_{i_{j}}^{\prime}=\sum_{l=1}^{k}( \pm) C_{l} \mathrm{e}_{i_{l}}$ (the transformation from $E=\left(\mathbf{e}_{i}\right)_{1 \leq i \leq n}$ to $E^{\prime}=\left(\mathbf{e}_{1}, \mathbf{e}_{2} \cdots, e_{i_{i}}^{\prime}, \cdots, \mathrm{e}_{n}\right)$ is unimodular). Stage 1 of the
algorithm is repeated on $E^{\prime}$. The algorithm must terminate after a finite number of steps, since if a basis is altered by an operation in stages 1 or 2 , the alteration consists in replacing a vector with integer coordinates with a shorter vector having integer coordinates.

Remark. In the initial consideration of the problem of finding reduced bases for $n>2$, the search technique suggested by Coveyou and MacPherson [3] was considered with some modifications suggested in van der Waerden [12]. Without preliminary reduction it was found in a typical example (of the type discussed in this paper) about $10^{19}$ vectors would have had to be examined to find the shortest nonzero vector. Techniques used in crystallography were also considered (see Azároff and Buerger [1] and Roof [10]). Tests showed that these techniques were unsatisfactory for our purposes, due to lack of precision and the amount of search required.
6. Finding Bases for Multiplicative Congruential Pseudo-Random Points. To apply the reduction algorithm to the determination of reduced bases for pseudorandom points of the form (3) or (5), it is necessary to find a basis of these points. The method of finding a basis is illustrated by an example.

Consider the example of the generator $(1)$ with $\lambda \equiv 5(\bmod 8)$ and $x_{0} \equiv 1(\bmod 4)$. To find a set of basis vectors for $G_{n}$ defined by (5), choose a set of $n+1$ vectors in $G_{n}$ as follows:

$$
\begin{aligned}
& \mathbf{r}_{0}=\left(1, \lambda, \lambda^{2}, \cdots, \lambda^{n-1}\right), \\
& \mathbf{r}_{i}=\left(4 \alpha_{i}+1, \lambda\left(4 \alpha_{i}+1\right)+h_{i}^{1} 2^{\beta}, \cdots, \lambda^{n-1}\left(4 \alpha_{i}+1\right)+h_{i}^{n-1} 2^{\beta}\right), \\
&
\end{aligned}
$$

where $\alpha_{i}, h_{i}^{k}, i=1,2, \cdots, n, k=1,2, \cdots, n-1$, are arbitrary integers. A calculation gives

$$
\operatorname{det}\left(\mathbf{r}_{i}-\mathbf{r}_{0}\right)=2^{2+(n-1) \beta}\left|\begin{array}{cccc}
\alpha_{1} & h_{1}^{1} & \cdots & h_{1}^{n-1} \\
\alpha_{2} & \vdots & & \vdots \\
\vdots & \vdots & & \vdots \\
\alpha_{n} & h_{n}^{1} & & h_{n}^{n-1}
\end{array}\right|
$$

and $\left|\operatorname{det}\left(\mathrm{r}_{i}-\mathrm{r}_{0}\right)\right|$ has its minimum nonzero value when $\alpha_{1}=h_{2}^{1}=h_{3}^{2}=\cdots=$ $h_{n}^{n-1}=1$, the other determinant entries being zero. Thus a set of basis vectors of $G_{n}$ is given by (with these choices for $\alpha_{i}$ and $h_{i}^{i}$ )

$$
\begin{aligned}
& \mathrm{r}_{1}-\mathrm{r}_{0}=4\left(1, \lambda, \lambda^{2}, \cdots, \lambda^{n-1}\right), \\
& \mathrm{r}_{i}-\mathrm{r}_{0}=\left(0,0, \cdots, 2^{\beta}, 0, \cdots, 0\right), \quad i=2,3, \cdots, n
\end{aligned}
$$

where $2^{\beta}$ appears in the $i$ th place.
7. Examples. Tables 1 to 5 present a few examples. It is hoped that the captions are self-explanatory, except for "figure of merit" defined for a reduced basis $\left\{y_{i} ; i=1,2, \cdots, n\right\}$ by

$$
\text { figure of merit }=\frac{\min _{1 \leq i \leq n}\left|y_{i}\right|}{\max _{1 \leq i \leq n}\left|y_{i}\right|} .
$$

TABLE 1
Reduced bases for lattices defined by (5) in $n$-dimensions for the traditional generator: $x_{i} \equiv 5^{15} x_{i-1}\left(\bmod 2^{35}\right), x_{0} \equiv 1(\bmod 4)$.

## 148728 -439772 <br> 1351376 -12520052 7001788 <br> n 階 3 <br> 9668432 -3330708 -17029604 <br> Cosines of angles:-2.92-01-1.23-01 1.08-01



TABLE 2
Reduced bases for lattices defined by (5) in $n$-dimensions for a "bad" generator: $x_{i} \equiv 5 x_{i-1}^{1}\left(\bmod 2^{35}\right), x_{0} \equiv 1(\bmod 4)$.

| it 20 |  |  |  |
| :---: | :---: | :---: | :---: |
| -6607641992 1321528408 |  |  |  |
| Fipuro of merit $=3.03-09$ |  |  |  |
| Cosine of anple: 1.10-09 |  |  |  |
| $n=3$ |  |  |  |
| H 20 | 100 |  |  |
| -6361391488 52779928 | 263899640 |  |  |
| -1310428400 -6597492000 | 1372278368 |  |  |
| Figure of mertt $=1.49008$ |  |  |  |
| Cosines of ancies:-5.9s-09 | $1.57-091.92=01$ |  |  |
| $n=4$ |  |  |  |
| 4.20 | 100 | 500 |  |
| -6871525460 2191068 | 10555340 | 52776700 |  |
| -1372194024 -6860970120 | 54887768 | 274438840 |  |
| -263333168 - 1319497340 | -6597086700 | 1374304868 |  |
| Figure of merit $=7.27-08$ |  |  |  |
| Cosines of angles: 1.00-ng | $5.12-09-3.33-08$ | $1.96-013.84-02$ | 1.96-01 |



Reduced bases for lattices defined by (5) in $n$-dimensions for the "shift and add" generator: $x_{i} \equiv\left(2^{17}+5\right) x_{i-1}\left(\bmod 2^{35}\right), x_{0} \equiv 1(\bmod 4)$.

Cosines of angiesim2.27-01 1.18-03-3.42-04 3.28-03 4.85-03-3.58.01

Table 4
Reduced bases for lattices defined by (5) in $n$-dimensions for a generator with a "randomly selected" multiplier: $x_{i} \equiv \lambda x_{i-1}\left(\bmod 2^{35}\right)$ where $\lambda_{\lambda}=273673163157 \equiv 5(\bmod 8)$ and $x_{0} \equiv 1(\bmod 4)$.
$n=2$
$\begin{array}{lr}8830 i & 365532 \\ 394836 & 82660\end{array}$
Fipure of merit $=9.20-01$
Cosine of angaem $4,17-01$
$n=3$

## $\begin{array}{r}19367792 \\ -19970096 \\ \hline 244172\end{array}$ <br> 

$$
\begin{array}{cc} 
& n= \\
-4630292 & 18153241 \\
62445036 & 19622620 \\
3435528 & 99229896
\end{array}
$$

2.97-01 1.17-01 5.92.02
-795844
27132028
-75321208
104324060

| $n=5$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 2146340696 | 99260584 | $4 \quad-36306488$ | 183849320 | 1591688 |
| -83006312 | 203312248 | - $\quad 206669352$ | -50576712 | 75042072 |
| -155976476 | 52658660 | 287776692 | 106194884 | 109603092 |
| -258676988 | 29735252 | 211382372 | 179924404 | - 307638844 |
| -150242428 | 2577116004 | 205046372 | -149567436 | -20257324L |
| Figure of merit, $=5.86-01$ |  |  |  |  |
| Cosines of angless-1.90-02-1.05-01-2.06-01-2.93-01 |  |  |  |  |
|  | 1.45 m 01 | $2.44-014.15001$ | 4.49-01 |  |
| $n=6$ |  |  |  |  |
| -159068752 - | -1497660176 | 325706160 | 922489712 | 235512576 |
| 233248740 - | - 491058252 | 1622980 | 200144148 | $127531972$ |
| 533124972 | -1178348996 | 535620332 | -408262820 | 262620300 |
| 7640438\% | 120770932 | 129014916 | 158588116 | -693265564 |
| -164957284 - | - 502716980 | 115444668 | -628502420 | $-575046948$ |
| -491058252 | 1622980 | 220144148 | 127531172 | 495229812 |
| Fipure of merit $=6.77-09$ |  |  |  |  |
| Cosines of angies: | : 3.77-01 | $3.21-09-3.91-09$ |  |  |
|  | 1.62-01 | 3.58-02 3.21-01 | $-2.84-01 \quad 1.74-01$ | $-1.87=01$ |
|  | 3,00-01 | -1.73-01-2.71-09 | . 1.74 - | -1.87-01 |

Table 5
Reduced bases for lattices defined by（5）in $n$－dimensions for the generator：$x_{i} \equiv\left(2^{13}+5\right) x_{i-1}\left(\bmod 2^{47}\right)$ ． Note the unusual structure for $n=5$ ，two basis vectors being $\left(0,2^{47}, 0,0,0\right)$ and $\left(0,0,2^{47}, 0,0\right)$ ．
$n=2$

$$
\begin{array}{rr}
47 & 32788 \\
-9769389564 & 2099220
\end{array}
$$

$$
\begin{aligned}
& \text { Fiture of merit }=1.91=06 \\
& \text { Cosine of ang1e } 2.69 .07
\end{aligned}
$$

## $1=3$


9とこと9ட89ス
260763236
6459236
-111412836
52946357492
33267785228
20990092264
12802140964
4.
$-2.62 \mathrm{mo1}$
$-2,89 \mathrm{mO}$
$-6,61-031,20 \mathrm{~mol}$

## Fisure of merit $m$ 1，57－02

$n=4$
Figure of merit $=7.79 \mathrm{~mol}$
cosines of quiles： $3.09-01$
Cosines of anties：3．09－01 m3．05－01 $\quad 2.99-02$



$2.25-01-1.55-01$
$20-01 \quad 1.40-01$ $10-0 Z^{2} z$
$10=4 \hbar^{\circ} 6^{\circ}$
$60=66^{\circ}$ ササてら900サ146 －05与51862012 $-171652010148$
 515075414396 $4.35=01$
$4.04-02$
$2.00-01$


The figure of merit provides some measure (neglecting angle) of the departure of the reduced cell from "squareness." $x . x x-0 a$ means $x . x x \cdot 10^{-a}$. The angles refer to angles between the edges. Angles between higher-dimensional flats have not been calculated, but it might be useful to do so. Each row of the tables lists the components of a vector.

It is seen from these tables that multipliers of simple structure, such as 5 or $2^{17}+5$ produce lattices of points which depart greatly from a uniform distribution throughout the cube. Multipliers of more complex structure, such as $5^{15}$ or the "randomly" selected multiplier 273673163157 produce better lattices. A typical time for the computation of a table on Maniac II was 20 minutes. The CDC 6600 is perhaps 8 times faster than Maniac II.

It is hoped that more examples with a more complete discussion can be presented in the future.
8. Connection Between Lattices of Pseudo-Random Points and the Theory of Discrepancy. Zaremba [15], Schmidt [11], and others (see references in [11] and [15]) have discussed the notion of the discrepancy $D(S)$ of a finite number of points $S$ in the unit cube $I_{n} \subset E^{n}$. The quantity $D(S)$ can be used to estimate the error in the evaluation of a multidimensional integral. As an example, if $f(x, y)$ is of bounded variation in the sense of Hardy and Krause over $I_{2}$ and $S=\left\langle x_{0}, \cdots, x_{N-1}\right\rangle$ is an arbitrary sequence of points in $I_{2}$, then

$$
\left|\int_{I_{2}} f(\mathbf{x}) d \mathbf{x}-N^{-1} \sum_{k=0}^{N-1} f\left(\mathbf{x}_{k}\right)\right| \leqq V^{2}(f) D(S)+V(f(x, 1)) D(X)+V(f(1, y)) D(Y)
$$

where $V$ and $V^{2}$ denote one- and two-dimensional variation and $X$ and $Y$ are projections of $S$ on the $x$ and $y$ axis respectively. Roth (see [15]) has proved that, for $E^{n}$,

$$
D(S) \geqq C_{n} N^{-1}(\log N)^{(n-1) / 2}
$$

for some constant $C_{n}$.
It seems to be a reasonable conjecture that if the figure of merit (see Section 7) of a lattice $G_{n}$ is very small, then $D\left(G_{n} \cap I_{n}\right)$ is large. Conversely, if the figure of merit is near $1, D\left(G_{n} \cap I_{n}\right)$ is small.

It should be remarked that the application of this lattice theory to much shorter segments of the full period of the generator sequence depends on the extent to which the lattice properties are reflected in the segments.
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Postscript. After completion of the above paper, the following important paper came to the authors' attention:
R. R. Coveyou, "Random number generation is too important to be left to chance," Studies in Appl. Math., v. 3, 1970, pp. 70-111.

That paper has things in common with our paper. However, our paper was written independently and differs from the former in important details. It was thought best to not revise the present paper.
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